
Effective online operations require more than just highly capable 

technical solutions—they also require highly capable people. Ntrepid 

Academy is our cyber solutions center of excellence that provides 

customers with the training, analytic, and operational solutions they 

need to succeed in a dynamic operational space. Our solutions draw from 

Ntrepid’s product, cyber research and development, and data sciences 

teams, as well as our decades’ worth of expertise supporting a variety 

of law enforcement, national security, and defense missions.Analytic 

Training Solutions 

Your mission, your requirements, your training

Ntrepid Academy develops and delivers high-quality product and skills 

training for our customers. We offer an experiential training approach,  

supporting customers through tailored, hands-on activities. Students 

spend a majority of each course using our products in scenario-based 

exercises, allowing them to develop and refine practical skills, explore 

Ntrepid product features, and utilize tools as they would in real online 

missions. 

Ntrepid products 
put you on the 
cutting edge;
Ntrepid Academy 
keeps you there
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Operational Solutions 
Succeed in a dynamic operational environment

The operational domain is changing; we’re here to help 

you keep up. Ntrepid Academy’s team of analysts and 

solutions experts use Ntrepid products daily to foresee 

new challenges, assess new platforms, and validate new 

tactics. We also leverage Ntrepid’s continuous research 

and development to respond to customer requests for 

information or facilitate seminars and workshops that 

inform our customers of emerging trends. 

Analytic Solutions 
Identify, assess, interpret

Ntrepid Academy identifies, assesses, and interprets emerging 

trends and challenges in support of our customers, and 

creates actionable products to help our customers overcome 

these challenges. Our product line includes Spotlight reports 

analyzing emerging cyber and tech platforms and monthly 

newsletters that notify customers of current trends and 

techniques. Additionally, our Nsight Series examines real-world 

use cases to identify lessons learned or best practices. 

Signal is an end-to-end encrypted messaging platform available for Android, 

iOS, and desktop operating systems. It was developed in July 2014 by Signal 

Messenger LLC, which is funded by the non-profit Signal Foundation and led 

by WhatsApp co-founder Brian Acton. Signal offers individual and group chats, 

time-sensitive disappearing messages, as well as video and voice calls. The 

platform’s self-described goal is to have as close to “zero knowledge” of their 

users as possible. All communication is sent via the internet and is end-to-end 

encrypted using the Signal Protocol, an open source protocol developed by 

Signal co-founder Moxie Marlinspike and available on GitHub. All message data 

is stored locally on a user’s device; no message content is saved on a Signal 

server or other cloud-based services. In October 2018, Signal also released 

a “sealed sender” beta feature that removes most of the plain-text header 

information about senders’ messages.

What Is It?  
Secure Signal 

Signal
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S P O T L I G H T  S E R I E S 
on Mobile Messaging Applications 

Signal’s emphasis on “zero knowledge” optimizes it for 

secure messaging between individuals or groups; user 

discovery is limited, as is mass communication on the app. 

All conversations on Signal are assigned a “safety number” 

that can be shared between message recipients in order 

to validate both the users’ identity and the authenticity 

of the conversation. If either chat participant modifies 

the application or the device they are using to access 

the platform, the safety numbers automatically change, 

and the app alerts the users. Comparing a conversation’s 

safety number from two or more devices allows users 

to forensically prove that their devices are in fact 

communicating with each other. 

So What?
Safety in Numbers

How, Not What 

In August 2019, Facebook announced the discovery and 

removal of hundreds of accounts engaging in what the 

company characterized as “coordinated inauthentic 

behavior.” The accounts were ultimately attributed to Saudi 

Arabia as part of an apparent effort to create messages and 

amplify content that buttressed the government’s internal 

and regional policies. This case is interesting because 

the accounts were taken down based on how they were 

interacting with the platform, not what they were posting. 

Since 2016, Facebook, Twitter, LinkedIn and other social media 

platforms have been under scrutiny for how their services 

can be used to generate and promote biased or false content. 

In response, the platforms have tightened their security 

practices and made it much more difficult to create and 

maintain a profile. Yet, actors continue to operate on social 

media using fake or inauthentic accounts as part of their 

online operations. Ntrepid has termed these types of online 

intelligence activities as “CAMOSINT” operations because 

actors use inauthentic social media profiles to camouflage 

their actual identity, affiliation, or intentions. 

The Saudi case is instructive for three primary reasons. First, 

it provides additional insight into how social media accounts 

are used by states in online CAMOSINT operations. Second, 

it shows how Facebook identifies and removes spammy 

and malicious accounts by assessing their behavior, not the 

content they create. Finally, the case is instructive for how 

these two efforts converge to affect the long-term viability 

of “inauthentic” social media accounts and CAMOSINT 

operations.

The Saudi Case 

In late summer 2019, Facebook identified and disrupted an 

apparent Saudi messaging effort targeting Arabic-speaking 

audiences. Most of the accounts that were removed had 

been created in the last two year, but some date to 2014. The 

accounts posed as users in several countries in Northern 

Africa and the Middle East, and many claimed to be local 

news organizations reporting on “regional news and political 

issues,” primarily in Arabic. The networks were especially 

active in early 2018, and one page was running ads just two 

days before Facebook announced the removal of the network. 

Ultimately, the platform removed 217 Facebook accounts, 

144 Facebook pages with 1.4 million collective followers, 5 

Facebook groups with over 26,000 total members, and 31 

Instagram accounts with more than 145,000 total followers. 

According to Facebook, the Saudi Arabian campaign spent 

more than $108,000 in advertisements paid in Saudi riyal 

and US dollars and reached more than 1.5 million people on 

Facebook and Instagram before being shut down. 
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